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Abstract—Core-to-core variability in future many-core chip
multi-processors (CMPs) negatively impacts energy. Under-
performing cores necessitate increasing the system voltage to
maintain homogeneous core performance, introducing an energy
overhead. Multiple supply voltages can be used to mitigate the
impact of delay variation in CMPs. In this paper, we carefully
analyze the use of a local search algorithm to pick near-optimal
supply voltages while meeting a fixed performance target. With
two system voltages, we prove our algorithm selects the global op-
timum and in the more general multiple voltage case we develop
quantitative bounds. Using a custom simulation methodology on a
real processor core, we show that two system voltages provide the
most incremental benefit, reducing the energy overhead relative
to a single voltage by 59–75% and total energy by 6–16%.
Additionally, the worst 5–15% of cores in such systems necessitate
increasingly larger amounts of incremental energy for a constant
incremental performance gain. Therefore, turning off or disabling
these cores is beneficial to a joint performance-energy metric.

Index Terms—Delay measurement, digital circuits, spatial
correlation, variation.

I. Introduction

THE tradeoffs between mitigating performance variability
and other key product metrics are increasingly complex.

In general, most proposed and implemented variation miti-
gation techniques involve tradeoffs between die area, design
complexity, power, cost and yield, making evaluation of any
technique a difficult, multi-dimensional problem. In the con-
text of multi-core processors, mitigating variation becomes
non-trivial in scope and complexity. Nevertheless, effective
management of variation at this level is critical, as high-
performance multi-core processors, in which power and vari-
ation are intricately linked, are expected to scale to many tens
if not hundreds or thousands of cores per die. In such systems,
core-to-core frequency variations will arise due to underlying
process variation.
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Discussions with computer architects reveal that both archi-
tects and operating system designers value operating frequency
homogeneity at the system level unless the cost of ensuring
it is too high. If this is the case, solutions such as factored
operating systems, where each core runs an OS servlet and
shields software from underlying core differences [1], and
self-aware software capable of detecting a core’s power and
performance state through a variety of hardware sensors,
have been proposed. However, the value of homogeneity is
believed to be greater than software solutions, if core-to-core
performance variation lies in the range of 20–50%.

To ensure homogenous core frequencies, a number of tech-
niques might be employed, including increasing device sizes,
error detection and correction (e.g., error-correcting codes used
in SRAMs, razor flip-flops [2]), asynchronous architectures,
lowering clock frequencies, increasing the system voltage level
[Fig. 1(b)] and providing each core its own voltage [Fig. 1(d)].
However, all have tradeoffs that must be considered.

The above list is by no means exhaustive, but any of these
solutions includes significant undesirable components, most
often in the form of increased power dissipation. Bowman
et al. showed that 31–53% additional power/energy is neces-
sary to overcome the impact of process variation at the 50
nm technology node, if voltage scaling is used to maintain
performance over the nominal case of no variation [3]. In
justifying the push to thousand-core processors, Borkar ac-
knowledges that fine-grain power management is necessary to
fit these processors within the desired power envelopes [4].
For design and power delivery simplicity, Borkar suggests
using two voltage supplies such that a core operates at either a
frequency, f , or f/2 and uses the lower voltage when operating
at f/2.

This paper undertakes reduction in the energy required to
cope with variability in massively parallel multi-core pro-
cessors by introducing additional, optimally-chosen, power-
supply voltages. We begin in Section II by evaluating related
work in the field. In Section III we mathematically define
the concept of “variation-induced energy overhead,” formulate
the problem to be solved, and provide an algorithm capable
of efficiently solving this problem. We next describe our
simulation methodology, in Section V, to efficiently simulate
energy savings on a hypothetical one-thousand core processor.
Section VI demonstrates reduction in the energy overhead
of this processor by 59–75% and further shows that turning
off some number (5–15%) of the worst performing cores
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Fig. 1. Block diagram of a CMP with each core able to select from N voltages and example core voltages, with normalized energies, to meet a performance
constraint. (a) CMP block diagram. (b) N = 1, E = 1.23. (c) N = 2, E = 1.083. (d) N = Ncore, E = 1. (e) Voltage scale.

benefits a joint performance-energy metric. Finally, we address
practical considerations and future enhancements to this paper
in Section VII and conclude in Section VIII.

II. Related Work

Most prior work in this area has focused on various aspects
of power reduction under latency constraints through static
voltage scheduling at the gate level [5], [6], [7], [8], [9], [10].
Dynamic voltage scheduling has also been studied heavily as
evidenced by the works of [11], [12], [13]. However, none of
these works consider process variation in their formulations.
Most recently, Liang et al. used voltage interpolation at the
gate or pipeline level to mitigate process variability [14]. Volt-
age interpolation at this level has the potential to considerably
reduce energy consumption, even more so than at the core
level, but requires many power-multiplexers (as many as one
per gate) and selection of the best combination of power-mux
settings from possibly hundreds of combinations.

Marculescu et al. included process variability in the context
of heterogeneous blocks in an embedded application that
together must meet some latency constraint [15]. Each block
is a voltage/frequency island and the optimal voltages and
frequencies for islands are solved for. This is not readily
applied to the problem of homogeneous cores in a CMP. A
similar approach is taken by Stefano et al. in [16] in dividing
a single core, pipelined design into multiple voltage islands to
mitigate process variation.

Humenay et al. explored the impact of variation on core-
to-core frequencies and showed that adaptive voltage scaling
can aid in reducing core-to-core frequency scaling but only
consider the case of each core having its own unique fre-
quency [17]. Donald et al. also explored core-to-core variation
in frequency and proposed allowing the system to turn off
cores if the additional power consumed by the core is higher
than a proposed metric [18]. In addition to adding system
power-supply voltages, we also investigate turning off or
disabling cores in Section VI-C, based on a joint performance-
energy metric.

III. Mitigation Strategy: Multiple Power-Supply

Voltages

We tackle the combined power and variability problem
in generic multi-core processors with the introduction of
one or more additional power-supply voltages to the system
[Fig. 1(c)]. Specifically, we go beyond Borkar’s suggestion of

two system voltages, as we focus on efficient selection of the
optimal value of a vector of power-supply voltages whereby
each core of a chip multi-processor (CMP) is assigned a single
voltage from within the vector in order to minimize total
chip energy while meeting performance (frequency) and yield
constraints. This vector is unique to an individual CMP and
is computed during test after each core has been characterized
to determine the core distribution for that CMP.

Given the near certainty with which we can expect variation
to impact large multi-core processors, we will define the
“variation-induced energy overhead” as the energy required
over and above that when an ideal mitigation solution, such as
individual core voltages, is used (Eideal). Mathematically, this
can be defined as E−Eideal

Eideal
. Simulations on a RAW processor

core [19] ported to the 45 nm technology node show this can
be 20% or more, depending on the amount of variation, if
a single system voltage is simply scaled upward to account
for the worst performing core. Though not as pessimistic
as predicted by Bowman, this magnitude of power/energy
overhead is large enough to warrant more efficient solutions.

In this section, we formulate an analytic approach and
provide an efficient iterative algorithm to find good power-
supply vector values. When the vector is composed of only
two voltages (N = 2), we prove there is only a single optimum,
and we provide an efficient mathematical formulation for
finding the optimum. When the vector contains more than two
voltages (N > 2), the algorithm utilizes the N = 2 case to
find local optima. Quantitative bounds on the performance are
also formulated, and we qualitatively show that our algorithm
behaves according to the derived bounds.

A. Problem Formulation

Energy in a multicore processor is computed as the sum
of the individual core energies plus any shared resources, as
shown in (1), where NCore is the total number of cores on chip.
The individual energy/operation of each core is shown in (2),
where Ci is the effective switched capacitance in the core and
T is the cycle time required to complete an operation

E =
NCore∑
i=1

Ei + Eshared (1)

Ei = Edyni
+ Eleaki

= CiV
2
DD + Ileaki

VDDT. (2)

The minimum cycle-time achievable by a core is a function of
power-supply voltage and can be expressed as in (3), where
K and VT are parameters determined by the critical path in
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Fig. 2. Variation in core leakage currents reduces to << 1% with even
moderate core size.

the design and are subject to variation. α is a technology-
dependent parameter

T =
KVDD

(VDD − VT )α
. (3)

Before continuing with further formulation of the problem,
we list some assumptions. Specifically, we assume a high-
performance CMP, leading to the following assumptions.

1) Eshared is the energy of shared caches, I/O and other pe-
ripheral circuit blocks surrounding the processor cores.
Many, if not all, of these blocks have their own power-
supplies separate from the processor cores. As a result,
modifications in how the cores are powered do not, to
first order, affect this component and will be omitted in
the following analysis.

2) For simplicity, we treat Ci as a constant. While the
workload may vary from core to core, the total ca-
pacitance in a core is the sum of millions or more
individual capacitances. When accounting for aggregate
variation, summation typically reduces variation in Ci

due to averaging of random variation.
3) Similarly, due to the large number of transistors per core,

the variance in leakage current (Ileaki
) per core is small

and can be treated as a constant across all cores. Fig. 2
illustrates this, showing that the relative variation in core
leakage currents is inversely proportional to the square
root of the number of transistors in the core.

However, Eleaki
does have a strong dependence on voltage

and this must be captured as different voltages are used for
different cores. Rather than modeling Ileaki

with the typi-

cal exponential function (Ileaki
= Ioe

VDD−VT
nVth ), which would

complicate the ensuing math, we use the simpler assumption
that the leakage energy is a constant proportion of the total
energy [20]: Eleaki

≈ βEdyni
, where β is constant across all

cores—consistent with the above assumption that the leakage
current variance is small. Modeling leakage energy in this
manner amounts to a linearization of the exponential model,
so Ileak ∝ VDD ⇒ Eleak ∝ V 2

DD. Since the optimal voltages for
each core do not deviate much more than 50–100 mV from the
nominal voltage, this linearization is acceptable. Furthermore,

with technology improvements and innovation in power-saving
techniques, leakage energy as a fraction of total energy has
reduced from 30% to 10–15% in state-of-the-art multi-core
processors [21], [22], [23], [24]. Simulations of individual
gates and paths with the 45 nm PTM models used in this work
(Section V) show β values as high as 7% for the frequencies
of interest.

With these assumptions, (2) is now simplified to

Ei = Edyni
+ βEdyni

= (1 + β) CV 2
DD. (4)

Our goal is to minimize E subject to both yield and
performance constraints. In particular, we wish to minimize
E such that some fraction of the cores, 0 ≤ yo ≤ 1, in a CMP
achieve a certain minimum frequency (maximum delay) of
operation, fmin. Mathematically, for any CMP, independent of
other CMPs, we wish to achieve the following minimization:

minimize E

subject to y = yo

where the core yield, y, is defined as follows. A core is
labeled “acceptable” if its frequency of operation for a given
voltage, fi(V ), is greater than or equal to the constraint, fmin.
Otherwise, it is unacceptable

Ai
def
=

{
1, if fi(V ) ≥ fmin

0, otherwise.
(5)

The summation of Ai over all cores gives the number of
acceptable cores

NAcc =
NCore∑
i=1

Ai. (6)

And finally, the core yield, y, of an individual CMP is the
number of acceptable cores divided by the total number of
cores, which must be equal to the yield constraint

y =
NAcc

NCore
= yo. (7)

These constraints can be achieved by allowing each core
to select its own minimum power-supply voltage, denoted by
Vi,min, so that fi(Vi,min) = fmin, as shown in Fig. 1(d). This
is the case where we have as many supply voltages as we
have cores, N = NCore. However, this solution introduces the
substantial overhead of having an on-chip DC-DC converter
for each core. Instead, we can use a smaller number of power-
supply voltages (N << NCore), as shown in Fig. 1(c), and
attempt to minimize the energy in such a case.

B. Incorporating Process Variation

We will now describe how process variation is accounted
for in this problem formulation. As defined above, Vi,min is the
minimum voltage required for core i such that all cores operate
at the desired frequency, fmin, and provide a homogeneous
view at the system level (fi = fmin, ∀i). Core-to-core frequency
variation, a symptom of underlying process variation, will
result in a distribution of Vi,min’s, represented by f (Vmin) as
illustrated in Fig. 3 (grey region in background, left axis),
which describes the probability that a core requires Vmin to
operate at the desired frequency. The cumulative distribution
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Fig. 3. Example Vmin distribution and discretization for 1K-core RAW processor based CMP. The variability-induced energy overhead is drastically reduced
as more system voltages are added.

function (CDF), F (Vmin), is the fraction of cores that can
successfully use Vmin. As such, using only N voltages and
combined with the assumptions mentioned above, the total
energy we wish to minimize is

EN = (1 + β) CNCoreV
2
1 F (V1)

+ (1 + β) CNCore

N∑
i=2

V 2
i

[
F (Vi) − F (Vi−1)

]
(8)

where the first term accounts for the energy of all cores
that can successfully use V1 and the term under summation
accounts for the energy of cores that can successfully use Vi

since F (Vi) − F (Vi−1) is the fraction of cores using Vi.
The equation above amounts to a discretization of the

second moment of the distribution, because as N → ∞, and
the voltages are spaced infinitesimally close to each other,
EN reduces to Eideal = (1 + β) CNCore

∫
V 2f (V )dV . As we

do not have an infinite number of voltages, we depict this
in Fig. 3 with the solid black curve representing Eideal for
N = NCore, the cumulative energy1 that would be required
if every core were assigned its associated Vi,min. By using
fewer than NCore voltages, the energy curve is discretized, with
voltage placements (computed using the algorithm presented
in the following section) at the positions indicated by the
dashed lines. This is similar to approximating a continuous
integral by partitioning the interval and using Reimann sums
of finite subintervals (distance between dashed lines of the
same color). However, in this case the Eideal curve is a lower
bound, as each core must be provided a voltage greater than
or equal to its minimum required voltage. Performing this
discretization, we see that using only one voltage (red upper-
pointing triangle) results in the greatest overhead (nearly 17%
in this example), or worst approximation of the Eideal curve.
Increasing the number of voltages results in successively better
approximations, and with ten voltages (light blue squares), the
energy overhead is tiny.

1(1 + β), C and NCore are normalized out due to normalizing all energies to
the case of Eideal.

Using both (8) and Fig. 3, we see that to meet a core
yield constraint, y = yo, we should pick VN such that it
satisfies VN = F−1(yo), where F−1(y) is the inverse cumulative
distribution function. In this paper, we use a Gaussian distri-
bution function and its associated CDF due to relative ease of
analysis compared to other distribution functions. Furthermore,
despite NCore < ∞, we use a continuous rather than discrete
distribution, as the ensuing math is made more tractable. Both
approximations introduce only small error, as will be shown
in Section VI-A.

C. Energy Minimization

Although Fig. 3 included voltage placements that minimized
total energy for the given number of voltages being used, we
did not discuss how a particular vector of voltages is chosen.
To choose a vector of voltages that minimizes energy, we
use a very simple, but highly efficient iterative algorithm. We
first present the algorithm and then qualitatively discuss the
performance of the algorithm.

1) Minimum-Energy Voltage Selection Algorithm: When
choosing a vector, V ∗, of N voltages (V1 < V2 < ... < VN−1 <

VN ), VN is chosen to meet a core yield constraint as discussed
above, so we need only choose the other N − 1 voltages.
We use the minimum-energy voltage selection (MEVS) algo-
rithm shown in Algorithm 1—effectively a local hill-climbing
approach. The algorithm begins with all N voltages spaced
uniformly, and iteratively solves for the optimal Vi given that
all other Vj, j 
= i are equal to their previous values, until none
of the Vi’s change by more than ε (1–5 mV) from one iteration
to the next. Solving for a single Vi while keeping all others
constant [Vi = FindOptimal(V ∗, i)] is equivalent to solving the
simpler case of two voltages (N = 2), detailed next.

With only two voltages in the system, (8) reduces to

E2 = (1 + β) CNCore
(
V 2

1 F (V1) + V 2
2 [F (V2) − F (V1)]

)
. (9)

V2 is picked a priori to meet the core yield constraint as
discussed in the previous section, so the problem is reduced to
optimally choosing V1, which may only take values 0 ≤ V1 <
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Algorithm 1: MEVS algorithm

V ∗ = distribute Vi’s uniformly;
Initialize V ∗

old to 0;
while

(
Vi − Vi,old > ε

) ∀i do
V ∗

old = V ∗;
foreach Voltage Vi do

/* Solve for local optimal Vi

holding all Vj 
=i constant */
Vi = FindOptimal(V ∗, i);

end
end

Fig. 4. Example of a single optimal set of system voltages to reduce energy
per operation for N = 2.

V2. There is only one optimal choice for V1 and the proof of
this is shown in Appendix A. This single optimum is also seen
in Fig. 4 where the total energy is plotted versus V1. When
V1 is smaller than min(Vi,min) all cores must use V2 to meet
the performance constraint and hence the energy is maximum.
However, as V1 increases, more cores utilize V1 rather than
V2 and the energy decreases. As V1 continues increasing, the
cumulative energy of the cores utilizing V1 grows faster than
the decrease in energy resulting from switching from V2 to
V1, resulting in a minimum energy point.

Since there is no closed-form for the Normal CDF, it is
written in terms of the error function, expressed as a Maclaurin
series

F (x) =
1

2

[
1 + erf

(
x − µ

σ
√

2

)]
(10)

erf (z) =
2√
π

∞∑
n=0

(−1)nz2n+1

n!(2n + 1)
(11)

F (x) =
1

2

⎡
⎢⎣1 +

2√
π

∞∑
n=0

(−1)n
(

x−µ

σ
√

2

)2n+1

n!(2n + 1)

⎤
⎥⎦ . (12)

We substitute (12) into (9) using a finite number of terms
from the Maclaurin series (in practice, three or four terms
achieves good accuracy). The derivative of the resulting poly-
nomial is taken, resulting in another polynomial. The roots of
the latter are determined using the roots function in MATLAB.

All but one root are invalid, lying outside the range of interest
or being complex.

In the multiple voltage case, (8) is used but only a single
voltage is solved for at a time, and the derivative with respect
to that voltage is used; all other terms are constant. While (8)
is non-convex in general, we have empirically observed that
there is only a single global optimum. We have also observed
that though the proposed algorithm finds local optima, they
are exactly (or very close to) the global optimum (see Fig. 9).

2) Algorithm Performance: Since we are unable to prove
global optimality in the general case, we attempt to bound the
energy overhead. This overhead is the difference between the
“ideal” energy when each core has its own voltage (13) and
the energy when we have discretized (13) using N < NCore

voltages (14)

Eideal =
∫ ∞

−∞
V 2f (V )dV (13)

Ediscrete =
N∑
i=1

Vi∫
Vi−1

V 2
i f (V )dV. (14)

The bounds on the overhead, and thus algorithm performance,
are determined by how the N voltages are distributed. In
the simple case of uniform intervals between the voltages,
the overhead can be bounded by O( σ

N

√
µ2 + σ2) (not shown

here due to space constraints). However, with more intelligent
spacings, the bounds can be tightened to O(µσ

N
) as shown

in Appendix B. Intuitively, the spacings chosen are such
that the size of each interval balances out the voltage cost
[V 2 in (13)] across all intervals. One could also attempt to
balance the entire energy over all of the intervals (i.e., balance
V 2f (V )dV ). However, since the ratio f (µ)

f (µ+σ) is constant (or the
area underneath f (V ) remains constant despite changes in σ),
this will only change the value of the constants in the bound.

As seen in Fig. 5, the actual performance of the algorithm
closely fits the derived bounds. In the case of Fig. 5(a), the fit
is quadratic rather than linear as was derived. Conceptually,
this makes sense as we did not handle mean shifts in the
derivation in Appendix B. If the mean shifts, both Eideal and
Ediscrete increase in a quadratic fashion due to the V 2 term,
and so the bound should also include a µ2 term as the actual
performance indicates.

IV. Analytic Energy Reduction

The power of the MEVS algorithm is in both the analytic
formulation and the computational efficiency it offers. These
characteristics allow for a fully analytic characterization of the
energy overhead and the potential energy reduction based only
on variation statistics (µ and σ). With an analytic framework
in place, the “variability-induced energy overhead” can be
characterized. In Fig. 6(a), the energy overhead for +3σ core
yield is plotted versus the magnitude of variation present in the
Vmin distribution ( σ

µ
) and the number of voltages in the system

(N).2 The linear dependence on σ is again noticed: focusing on

2For this analysis µ = 1.0 V as this is the nominal voltage found in most
state-of-the-art systems.



896 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 30, NO. 6, JUNE 2011

Fig. 5. Actual algorithm performance matches the derived bounds. The derivation is found in Appendix B (stars = simulation data points, dashed line = fit
line). (a) Overhead versus µ. (b) Overhead versus σ. (c) Overhead versus N.

N = 1, it is apparent that even for a modest amount of variation
(∼5%) the energy overhead is significant, approaching 30%.
Given 90 nm test-chip measurements from our prior work [25]
and the roughly linear dependence between delay and power-
supply voltage observed in those measurements, at the 90 nm
node within-die variation results in σ

µ
≈ 1% and consequently

a 5% energy overhead. While fairly manageable at the 90 nm
node, the magnitude of variation typically increases and as
the number of cores increases, the core yield constraint will
increase to perhaps 4σ or 5σ, resulting in much larger energy
overheads; the effects of changing the core yield constraints
are discussed and quantified below.

Looking at Fig. 6(b), we notice that the amount of reduc-
tion in energy overhead is constant with the magnitude of
variation. However, since the magnitude of the overhead is
linearly increasing with the magnitude of variation, the energy
reduction relative to the total energy will also increase linearly
with variation. Furthermore, the addition of only a single new
power-supply voltage (N = 2) provides the largest incremental
energy savings no matter the magnitude of variation, with
asymptotic energy reduction afterward.

V. Simulation Methodology

To test the MEVS algorithm and demonstrate the energy
savings of using multiple system voltages in a real design,
we use the RAW core, developed at MIT, as it is specifically
developed for multicore applications [19]. However, the 64-
core RAW processor is implemented in a mature 0.18 µm
technology node, requiring that the core be ported to a more
leading-edge process before simulations could be carried out.
This involves re-synthesis in Synopsys Design Compiler with a
non-optimized predictive 45 nm technology (PTM [26]) using
FreePDK45, in combination with Nangate’s OpenCell standard
cell library [27]. As neither the FreePDK45 nor Nangate’s
standard cell library includes a memory compiler, SRAMs
are not implemented or included in any of the subsequent
simulations; however, this is consistent with all of the above
analysis where SRAMs are also excluded. Although not op-
timal, processor register files are synthesized using available
standard cell flip-flops.

Static timing analysis using Synopsys PrimeTime is then
performed to choose 20 independent critical paths for detailed

further analysis, as depicted in Fig. 5. The number of paths
is limited to 20 as Borkar et al. showed that beyond 14
critical paths the frequency distribution does not materially
change [28]. Furthermore, repeated paths (such as bits of
busses) are eliminated, minimizing the likelihood of significant
circuit-level correlation between the chosen paths. A 1K-point
Monte Carlo voltage-sweep analysis is done in HSPICE for
each critical path, in order to analyze the effects of within-die
random variation on each path. Sweeps for a single critical
path are shown in Fig. 8(a) with the associated probability
distribution in Fig. 8(b), showing increased delay variability as
VDD decreases. Within-die systematic variation is not modeled,
as our previous work in [25] indicated that random variation
dominates in regular, arrayed structures.

Each of the 1K voltage-sweeps for each path is fit to the
delay model in (3), and variation in the delay model parameters
(K and VT ) is characterized. In particular, for each voltage
sweep of each path, the appropriate values of K and VT

are determined by achieving the best fit3 to (3). Doing this
for all 1000 sweeps results in a distribution of K and VT

for each path. The statistics of each distribution as well as
any cross-correlation between K and VT (generally low) are
subsequently computed and saved for further simulation. For
this process, the fit values of K and VT had between 2–4% σ

µ

variation for each path.
Once this characterization is complete, the statistics of the

K and VT distributions are used to model 10K one-thousand
core CMPs using (3). Analytic modeling allowed efficient
simulation of many more paths, ten million in this case, than
would otherwise be achievable using time-domain simulation.
For each core, i, random values for K and VT are generated
from the above distributions and used to generate the delay
versus VDD curves for each critical path, j, 1 ≤ j ≤ 20, as
shown in (15). The curves for each CMP are also subjected
to the same zero-mean, normally distributed mean (µ) shift,
denoted by D0(VDD), to simulate die-to-die variation

Di(VDD) = D0(VDD) + max∀j

(
Ki,jVDD(

VDD − VTi,j

)α

)
. (15)

3The common minimum mean square error methodology is used for fitting
non-linear data.
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Fig. 6. Analytic computation of Eoverhead and reduction of Eoverhead when using additional voltages selected by the MEVS algorithm. (a) Eoverhead. (b)
Reduction in Eoverhead.

Fig. 7. Simulation methodology to efficiently evaluate MEVS algorithm and
resultant energy savings.

The max of these curves for a given VDD plus the die offset
gives the delay versus voltage curve for core i. This is used
to determine the minimum supply voltage, Vi,min, required
to meet a user-defined delay constraint, d [i.e., find Vi,min

such that Di(Vi,min) = d]. The collection of Vi,min∀i results
in the f (Vmin) distribution for each CMP to which the MEVS
algorithm is applied.

VI. Results and Analysis

The above simulation methodology, applied on 10K samples
of a one-thousand core multicore processor based on the RAW
core, allowed efficient evaluation of the energy savings as a
result of adding voltages to the system.

A. Effect of Approximations

To understand how the approximations mentioned above
affect optimal voltage selection and the resultant energy re-
duction, we compared a subset of the 10K voltage vectors
selected by the MEVS algorithm to the actual optimal vector
in each case. Since finding the actual optimal vector requires
exhaustive search over a large multi-dimensional space, time
and computational constraints limited this comparison to no
more than six voltages.

First, Fig. 3 shows an example Vmin distribution in a single
CMP. Despite not matching any common distribution, the
bulk (80%) of the distribution can be approximated with
the Gaussian distribution, resulting in only small error. More
importantly, Fig. 9 shows that the MEVS-selected vector
is very close to the globally optimal vector despite using:
1) a Gaussian distribution as an approximation to the actual
distribution; 2) the truncated Maclaurin series approximation
for the Gaussian CDF; 3) continuous rather than discrete math;
and 4) slightly larger ε as N increases to aid in convergence
time.4

Even with six voltages in the system, the average vector
distance from optimal is 10 mV, within the ripple of any
power-supply voltage (typically no less than 10 mV). As
the number of voltages increase, an increase in the distance
from optimal is expected simply due to adding the error of
each voltage. However, even in the worst-case of a 25 mV
distance, this implies that the five additional voltages are on
average no more than 5 mV away from their optimal values.
More importantly, these small distances from the optimal

4Using many voltages in a system would likely not be practical, and for
N ≤ 5 keeping ε small (∼1 mV) has no effect on convergence time.
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Fig. 8. 1K-point Monte-Carlo voltage sweeps for a single critical path. (a) Critical path delay versus VDD. (b) Probability distribution of critical path delay
versus VDD.

Fig. 9. Vector distance and energy difference between MEVS-selected and globally optimal vectors.

values result in energy differences between the MEVS-selected
vectors and the globally optimal vector of much less than 1%.

B. Energy Reduction

With the effect of approximations shown to be small, we
next analyze energy reduction in the RAW core as a result of
using multiple voltages. Fig. 10(a) plots both the total energy
reduction (energy difference between using a single voltage
and multiple voltages), as well as the reduction in the amount
of variability-induced energy overhead (energy over and above
each core having its own voltage Vi,min) for a 1000-core CMP.
By adding just a single additional voltage (N = 2), anywhere
between 59–75% of the variability-induced energy overhead is
eliminated, resulting in a total energy savings of 6–16%, with
an average savings of 9%. These results are in-line with the
analytic results above, and are expected from observed vari-
ability in the delay and Vmin distributions of ∼3%. The large
range of energy savings noticed is due primarily to die-to-die
variation, which results in mean shifts of the Vmin distribution
as opposed to greater magnitudes of within-die variation.

The addition of more voltages does increase the energy
savings but at diminishing returns: with five voltages, roughly
90% of the energy overhead is eliminated, and it would take

995 additional voltages to reach Eideal. Since the absolute
energy savings are dependent on the magnitude of variation,
as CMPs are scaled to smaller processes where variation is
expected to increase, the energy overhead of using only a
single voltage for all cores will also increase, as seen in
Fig. 6(a). Use of our voltage selection algorithm will result
in larger absolute energy savings as the relative magnitude of
variation ( σ

µ
) increases.

To understand the energy reduction on CMPs with fewer
cores, we undertook an identical Monte Carlo analysis for
a 100-core CMP. The results of this analysis, shown in
Fig. 10(b), are that the mean energy reduction and reduction
in energy overhead are reduced. Total energy reduction is
approximately half that of the 1000-core CMP but energy
overhead is reduced only by a few percent, indicating there
is naturally a smaller variation-induced overhead in the 100-
core CMP. This is expected, as a CMP with fewer cores will
typically have a smaller range in core-to-core variation than a
chip with more cores.

C. Effect of Core Yield-Constraint Choice

In the above analysis, the core yield constraint was such
that the last voltage in the system, VN , had to accom-
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Fig. 10. Energy reduction for 1000 and 100 core CMPs as a function of number of system voltages. (a) 1000 cores. (b) 1000 cores.

modate the worst-performing core, or stated differently, all
cores had to function at the required frequency. However, in
such a massively parallel system, having a 100% core yield
may not always be necessary, nor may it be efficient from
a performance-energy perspective. To quantitatively analyze
this, an appropriate metric is required. Since performance and
energy are both individually important, a metric that includes
both is used: for this analysis, our metric is the ratio of the total
performance of the system to the total energy in the system.

The total performance in the system is proportional to
the product of clock frequency (f ), number of instructions
completed per clock (IPC), and number of operational (or
yielding) cores (yo × NCore). The total energy in the system is
given by (8) multiplied by the core yield, yo, and the frequency,
f . Since two system voltages provide the most incremental
benefit, this analysis is only performed for N = 2, and so (9)
is used in place of (8) resulting in

Tot. Perf.

Tot. Energy
=

yoNCoreIPCf

yoE2f
(16)

Tot. Perf.

Tot. Energy
=

IPC

C
(
V 2

1 F (V1) + V 2
2 [F (V2) − F (V1)]

) . (17)

Although it would seem that (17) has no dependence on
number of yielding cores, recall that there is an implicit
dependence, as V2 is selected a priori such that it meets the
core yield constraint (V2 = F−1(yo)), and so there is still a
dependence on core yield. Furthermore, for the purposes of
this analysis we assume that both IPC and C are constant (or
do not change significantly per core), and are simply scaling
factors that can be removed from the analysis.

The analysis shows that the combined performance-energy
metric is roughly constant, as seen in Fig. 11(a). This is
expected, as both performance and energy scale linearly with
the number of operating cores (yoNCore). However, there is a
slight decreasing trend as the energy does not strictly scale
linearly with core yield, reflecting the necessary increase in
both V1 and V2 to support additional poor-performing cores.
As the core yield constraint increases to roughly 85–90%, the
increase in V2 accelerates due to the exponential nature of the
tails of the distribution as seen in Fig. 11(b), resulting in faster

decreases in the performance-energy metric as shown in the
inset of Fig. 11(a).

Looking at the incremental change in performance relative
to the incremental change in energy with increasing core yield
constraint, the right axis (green plot) of Fig. 11(a) shows that
the change is relatively constant until yo ≥ 85%, where it
sharply decreases. Intuitively, this means that for a constant
increase in energy, a constant increase in performance is
achieved until yo ≥ 85%, at which point the incremental
increase in energy required for the same incremental gain in
performance becomes increasingly large. This result suggests
that there may be an upper-bound on practical core yield
constraints unless total computational throughput is of the
essence; a similar conclusion was reached in [18] by turning
off power-hungry cores.

Another way to arrive at the same conclusion is to explore
the energy overhead as a function of the desired core yield.
Fig. 12(a) shows an analytic computation of Eoverhead as a
function of the core yield for a fixed amount of variation in
the Vmin distribution5 ( σ

µ
= 3% in this case, according to the

observed variation in the RAW core). The energy overhead
increases exponentially with the desired core yield constraint,
and so reducing the core yield constraint by a few percent can
have a large impact on energy. Nevertheless, even if the core
yield constraint is reduced to 90%, Eoverhead ≈ 8−10%, which
is still significant enough to warrant adding voltages to the
system. Fig. 12(b) shows that a single additional voltage (N =
2) still provides the most incremental reduction in Eoverhead;
however, the benefit is somewhat reduced as the core yield
constraint is decreased.

VII. Practical Considerations

Modern microprocessors have many power/performance
modes and other design constraints that must be considered
when attempting to implement a multiple voltage system. The

5The number of voltages is intentionally limited to N ≤ 3 for both plots in
Fig. 12, as the MEVS algorithm has difficulty assigning voltages due to the
limited distance between minimum and maximum Vmin, especially as the core
yield constraint is reduced. In this regime, the Maclaurin approximation is not
sufficient to properly model the very narrow minimum (i.e., the derivatives
change too rapidly in the vicinity of the minimum).
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Fig. 11. Joint performance-energy metric versus core yield. (a) Performance-energy metric. (b) Required V1, V2.

Fig. 12. Analytic computation of Eoverhead and reduction of Eoverhead versus core yield constraint. Reducing the yield constraint can drastically reduce
Eoverhead. (a) Eoverhead. (b) Reduction in Eoverhead.

following are salient aspects of physical systems, with a brief
analysis of how each affects the framework and results above.

A. Partitioning of Cores

The above analysis assumes that the physical layout allows
each core to select the best voltage from the supplied vector of
optimal voltages. For the purposes of analytic demonstration
of the greatest possible energy reduction, this is appropriate.
However, such a layout would result in substantial area and
routing resource overhead. A more practical layout requiring
reduced overhead might group cores together, sharing a
common voltage amongst the group. This will necessarily
reduce the energy reduction potential as each group will be
limited by the worst-case core in that group. To understand
how this affects the energy reduction we have rerun the
Monte-Carlo simulation for 1000-core processors where the
cores have been partitioned into groups of 4, 8, 16, and 32.
For simplicity, the MEVS algorithm is executed just as before

but each group is now assigned a voltage from the optimal
vector that is closest to, but greater than, the voltage required
for the worst core in that partition.

Assigning voltages to groups of cores has the effect of
decreasing the energy reduction potential, as shown in Fig. 13.
With increasing partition size there is increasing variance be-
tween the best and worst cores in each partition. Consequently,
assigning only a single voltage to the partition has diminishing
returns as the partition size grows.

Though this method of choosing voltages for groups of
cores may no longer be optimal, it nevertheless provides in-
sight into the dependence of energy reduction on partition size.
Refactoring the algorithm to explicitly include partitions—
perhaps by using the MEVS algorithm for each group on its
own and then globally selecting a vector of voltages—should
be a subject of future work.

Another partitioning strategy is to ensure each voltage has
an equal number of cores (P = NCore

N
). In such a strategy, the
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Fig. 13. Partitioning the cores into groups of 4, 8, 16 and 32 cores each results in substantial decreases in energy reduction. The worst core in each group
will limit the potential energy reduction for that group of cores. Similarly, requiring that each partition contain an equal number (P = NCore

N
) of cores results

in reduced energy savings, e.g. 10% for P = 1, N = 2 versus 7% mean Etotal reduction for P = NCore
N

, N=2. Note the y-axis scale change on the right figure.
(a) Reduction in Eoverhead versus partition size. (b) Reduction in energy versus partition size.

voltage for each partition is determined by sorting all cores
from minimum to maximum, dividing them into partitions of
size NCore

N
, and setting Vi = max(Vi,min) where the max is taken

over all cores in that partition. As shown on the curve labeled
P = NCore

N
in Fig. 13, this strategy suffers due to limiting the

number of cores assigned to each voltage. Doing so necessarily
causes cores to use higher voltages than would be necessary
in the optimal case, especially in the tails.

In practice, it is likely easier to have regions of the die
where a subset of voltages can be selected by each core in the
region. This would limit the distance current has to travel from
the chip boundary (e.g. C4 bumps) to each core. Appropriately
selecting the correct voltage values for each region in such a
scheme should be a subject of future work.

B. Leakage and Temperature

The analytic framework above utilizes a simplified linear
leakage model resulting in modifications only to the constants
in the equations in Section III; in our comparison framework,
these constants drop out, resulting in no impact of leakage
on the results. Due to the decreasing values of β in recent
commercial multi-core processors, such a model is sufficient
to illustrate the energy reduction potential of multiple core
voltages. However, a future analysis could include the impact
of temperature as suggested below.

The power dissipation associated with adjusting voltages
impacts the local temperature on the die. Leakage energy can
be significantly affected as the leakage current is exponentially
dependent on threshold voltage (VT ) and the thermal voltage
(Vth = kT

q
), both of which are temperature dependent.

Humenay et al. showed that if voltage-scaling alone is used
to compensate for the impacts of variation, increases in both
leakage and temperature necessitate either more expensive
cooling solutions or thermal throttling, leading to dynamic
performance asymmetries [17]. Compared to this worst-case of
scaling a single voltage system, adding voltages significantly

reduces active power as demonstrated above, but also has
a more marked impact on leakage power above than when
considering DIBL alone: local temperatures will also decrease
due to decreased active power dissipation resulting in lower
leakage power as well. To quantify this, it is necessary to
incorporate the thermal impedances of the package and cooling
solution into leakage models which fit into the revised energy
calculation above. This can then be used to better select
the optimal voltages based on temperature as well as duty
cycles.

C. Impact of Memory Subsystems

Up to this point, we have implicitly ignored the impact of
memory subsystems, as many techniques have been applied to
reduce their active power, including putting large portions of
the cache into sleep modes. For example, the Intel Dual Core
Xeon processor features 18 MB of L2 and L3 caches, but only
0.08% of the caches are actively powered for a given cache
access. The large caches utilized on this processor allows
the cache to be organized into many smaller arrays and sub-
arrays, which can individually be put into sleep states. This
results in 0.75 W/MB average power for the caches, leading
to the caches contributing less than 10% of the overall power
budget [29].

However, in massively parallel multicore systems, each core
will likely have much smaller caches, in which a larger fraction
of the cache will be actively powered for a cache access.
More significantly, leakage of the many un-accessed lines
in the active portion of the cache will result in an increase
of the fraction of total power associated with the memory
subsystems. In the case that there are additional globally-
shared caches, these memory systems will increase the shared
energy component relative to the total energy [see (1)]. Though
this must be incorporated, caches are typically operated on
separate power-supplies from the computational cores and will
likely not affect the optimization of the core power-supply
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voltages. The shared energy may affect how many and which
cores are turned off; some preliminary work evaluating this
has been done in [18], in which a core is turned off if the
incremental power required to operate it is greater than the
power of the shared blocks, amortized over all operating cores,
if that core were not turned on.

D. Power Transistors and Routing Resources

Lastly, each voltage requires global routing resources for
power distribution, but this can be mitigated in the case of
two voltages to a large degree by reducing the width and
density of each voltage’s power grid since power will be
divided roughly equally over the voltages. More importantly,
power-multiplexing transistors are required. These transistors
are necessarily large to handle the relatively large currents
necessary to power each core. However, they can also be
used to power-gate the entire core, as Intel has done in
their most recent Nehalem architecture to eliminate leakage
power [30].

VIII. Conclusion

Future massively parallel multi-core architectures are highly
susceptible to process variation in highly scaled processes.
While maintaining core performance homogeneity may not
be critical long-term, software and system design in the short-
term to mid-term necessitate identical behavior across cores.
Ensuring this using typical variation mitigation solutions is
often expensive and complex across many dimensions. We
proposed using a small number of additional system voltages
and have presented an efficient algorithm for optimal selection
of a vector of voltages to reduce variation-induced energy
overhead. When two voltages are used, our algorithm is
provably optimal and in the more general case we showed
that it selects very close to optimal vectors. We demonstrated
analytically and through simulation that a single additional
voltage provides the most incremental benefit. Simulations of
a hypothetical one-thousand core processor based on the RAW
core showed reduction of energy overhead by 59–90% for 2–
10 voltages, corresponding to 6–21% total energy reduction.
Furthermore, turning off or disabling the worst performing
cores on a CMP is beneficial to a simple joint performance-
energy metric.
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Appendix A

PROOF OF OPTIMALITY FOR N = 2

Theorem 1: There exists only one solution to the N = 2
case and that solution must lie in 0 ≤ V1 < V2.

Proof: We take the derivative of (9) with respect to V1

and set it equal to 0, giving

f (V1)

F (V1)
=

2V1

V 2
2 − V 2

1

. (18)

The LHS of (18) is shown to be a positive, strictly decreasing
function by Pechtl in [31]. Pechtl also showed that it is
asymptotic to −V1 as V1 → −∞ and goes to 0 as V1 → ∞.
On the right side of (18), the numerator is strictly increasing
and the denominator is strictly decreasing over 0 ≤ V1 < V2,
starting at V 2

2 when V1 = 0 and reaching 0 at V1 = V2.
Thus, the LHS is monotonically decreasing while the RHS is
monotonically increasing, so there is at most one intersection
point, and it must be located within the range of interest since
the RHS ranges from 0 (at V1 = 0) to ∞ (at V1 = V2).

Appendix B

BOUNDS ON MEVS ALGORITHM

Let the N voltages be distributed with intervals of δk :=
g(k). We define g(x) to be the “continuous” form of g(k) and
G(x) =

∫ x

0 g(y)dy. We also define Vk = VL +
∑k

j=1 δj . Over any
one interval, the energy cost in the discretized case is given
by

Eint =

Vk+1∫
Vk

V 2
k+1f (V )dV. (19)

Similarly, in the ideal, continuous case it is (13) over a single
interval

Eint =

Vk+1∫
Vk

V 2f (V )dV. (20)

Subtracting the two and using a change of variables (V =
Vk + t, => dv = dt), we get

Eoverhead,int =

δk∫
0

[
2Vk(δk − t) + δ2

k − t2
]
f (Vk + t)dt. (21)

However, in the limit of large N and small δk, δ2
k − t2 is small

enough to be ignored (this introduces an error on the order of
O( 1

N2 ) which is smaller than the overall overhead, see below)
and f (Vk + t) ≈ f (Vk). So, (21) reduces to

Eoverhead,int ≤ δ2
kVkf (Vk). (22)

The total overhead is then the summation of the individual
interval overheads

Eoverhead,TOT ≤
N∑

k=1

δ2
kVkf (Vk). (23)
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We choose g(k) such that the size of each interval results in
the voltage “cost,” V 2, from (13) being balanced across all
intervals. Choosing g(k) as in (24) will achieve this

g(k) ∝ 1

VL +
k−1∑
j=1

g(j)

=
1

Vk−1
. (24)

In the continuous case, this becomes

dG(x)

dx
=

C

VL + G(x)
(25)

where C is a normalization constant. To be self-consistent, we

also require that
N∑

k=1
g(k) = |VU − VL| in the discrete case and

G(N) = |VU − VL| in the continuous case.
Integrating (25) we get

G(x) =
√

V 2
L + 2Cx − VL (26)

and using the boundary conditions, C can be computed to be

C =
1

2N

(
V 2

U − V 2
L

)
. (27)

We can also make the following approximation:

δk := g(k) 
 G(k) − G(k − 1) 
 G′(k) (28)


 C

VL + G(k)
(29)

which gives C = G′(k) [VL + G(k)].
Since δk 
 G′(k), we can reformulate (23) as follows:

Eoverhead,TOT =
N∑

k=1

G′(k)2 (VL + G(k)) f (VL + G(k)) (30)

and using (28) this becomes

Eoverhead,TOT = C

[
N∑

k=1

G′(k)f (VL + G(k))

]
(31)

which, in the limit of large N, is a Riemann integral

Eoverhead,TOT 
 C

VU∫
VL

f (V )dV. (32)

Since the integral in the above equation is simply F (VU) −
F (VL) < 1, we can say

Eoverhead,TOT ≤ C =
1

2N
(V 2

U − V 2
L) (33)

≤ 1

2N
(VU − VL)(VU + VL). (34)

Finally, in general VU − VL ∝ σ and VU + VL ∝ µ, so
Eoverhead,TOT ≤ O

(
µσ

2N

)
.
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